
Discussion Manipulation, Language and Domain
Dependent Models: An Overview

Filip Chalás∗, Igor Stupavský†, and Valentino Vranić‡
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Abstract—The amount of antisocial online behavior (AOB) in
the political field has been on the rise in recent years. In the
research, we are dealing with the reason for confusing AOB
with other forms of antisocial behavior. We specifically dealt
with NLP in the political field in the Slovak language, with a
specific number of prefixes and suffixes. In this paper, we focus
on the area of detection of manipulation of political discussions.
The data source consisted of previously collected data in the
period from April 2018 with an update until November 19,
2022 realized within this research from the site demagog.sk,
which we supplemented with new claims. We trained several
classification models on preprocessed data and evaluated them.
For multi-class classification, the best results were achieved using
logistic regression and a support vector machine trained on the
resampled dataset—both achieving an accuracy of 0.56 and a
macro F1 score of 0.39. In the case of binary classification,
the best results were achieved by logistic regression—accuracy
0.7 and macro F1 score 0.56. These models could help detect
manipulation in online political discussions.

Index Terms—Manipulation, fake news detection, automated
fact-checking, text analysis

I. INTRODUCTION

Processing non-English texts with standard natural language
processing (NLP) tools is largely problematic, mainly from the
point of view of their optimization for the English language
for which they were mainly designed. The Slovak language
is different in the number of prefixes or, on the contrary,
suffixes. This situation is well illustrated by the work [1],
which is devoted to the analysis of political texts in the Slovak
language. For these and other differences in the morphological
structure of the analyzed language, it is necessary to modify
the general tools [2] in different ways, and only then can
their adequate use be possible. Optimization of the tools used
is largely dependent on the programmer’s experience and
knowledge in working with NLP.

For the purposes of the research presented in this paper, we
used the dataset by Přibáň et al. [3]. This dataset was created
out of the claims of individual politicians in Slovakia, which
were then factually verified by expert reviewers associated
with the demagog.sk group. The authors do not take responsi-
bility for the actual validity of the opinion of the demagog.sk
group, nor for the validity of original claims made by the
politicians.

Since the dataset covered findings until April 2018, it
was necessary to supplement it with new assessments until
November 19, 2022. Using the obtained data, we trained the
classification models and compared these models with each
other, expecting gradual improvement. We focused on the
detection of text characteristics without the use of other, addi-
tional data. The work involves processing data and obtaining
numerical results.

We address the following research questions:
1) What types of datasets exist and what are their interre-

lationships in several different stages?
2) How can classification processes be implemented?
3) What are the hardware requirements for neural networks

when training models for the needs of different forms
and classification techniques?

The key contributions of the paper are as follows:
• Understanding the model creation
• Differences in domain-specific texts
• Overview and understanding of the differences between

different models
This rest of the paper is organized as follows. Sections II

and III deal with a theoretical summary and understanding
of the issue. Sections IV–V cover data collection, dataset
construction, model construction, and evaluation. Section VII
describes related work. Section VIII concludes the paper.

II. MANIPULATION OF ONLINE DISCUSSION IN
ANTISOCIAL BEHAVIOR

Antisocial behavior is generally a type of behavior that
is different from what is normally accepted. It includes a
whole range of behavior from the practically harmless like
coughing in the street ends to the commission of criminal
acts. They investigate the manifestation of antisocial behavior
by experts from various scientific fields. It is therefore a
multidisciplinary issue. A number of definitions associated
with antisocial behavior are also based on this fact. In the
works, they found the cause in the interplay of internal [4]
and external [5] factors acting on the individual during his
adolescent development. Manifestations of these factors are
transferred to the online environment on social networks.
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We looked at the different results within the area to be
able to understand how mapping and determining proximity
definitions for each of the individual forms can help in the
distribution of antisocial behavior (AOB) [6]. This research
tries to answer the question of why some forms of antisocial
online behavior (AOB) are mistaken for other forms. The team
makes frequent mistakes in defining close forms. Thus these
mistakes are often impossible to compare the results of the
research.

In some countries of the world, there are obligations to re-
moving expressions of AOB from their pages [7]. An example
of this law, which is also cited by the mentioned research,
is the law from Germany also called NetzDG [8], where
companies are obliged to notify at regular intervals (every six
months) about the removal of AOB removal. In Germany, there
was significant criticism against this law, which demanded its
cancellation, or at least its change [9]. But on the other hand,
there are positive aspects that justify its existence and help
people overcome AOB.

We focus on the area of detection of manipulation of
discussions, which constitute a significant part of antisocial
behavior in the political field. From the state’s point of view
and political views on this problem field, it is sometimes also
called computational propaganda or information war [10].

Looking at the research area meant taking into account the
focus on the detection of different types of AOB in Slovak-
speaking groups on social networks [11]–[13]. We also iden-
tified the issue of NLP within the text in the Slovak language,
which is specific to the number of prefixes and suffixes used
in the text. Most tools are optimized for the English language
and need to be modified to use them. Optimization is done by
practicing Slovak texts, adding stop words, and the like.

III. NATURAL LANGUAGE PROCESSING OF SLOVAK

We have already discussed the problem of implementing
NLP methods on text in the Slovak language in our earlier
work [11], [14]. We pointed out their difference in declension
and the number of different grammatical categories.

An extensive survey [15], which used typological informa-
tion used in the development of various NLP techniques [16],
focused on environments in different languages, including
Slovak. However, if we consider the number of languages
that research has focused on, it is unlikely that even the
best programmer will manage to cover all the factors of a
language. Specifically, this refers to examples of connecting
typological properties, lexical and similar words even for
short-text classification in Slovak language [17].

Examples of models [18]–[20] that apply the aforemen-
tioned functions to predictions. The FlauBERT [21] model
was created on the French language corpus, which was large
enough. Another BERT model (Bidirectional Encoder Repre-
sentations from Transformers), for example, is a model for
the Portuguese language created by Brazilian researchers [22]
called BERTimbau.

BERT models were also created for other language fam-
ilies. An example is the model for language [23] provides

a comprehensive overview of PTMs for NLP. It is generally
accepted that it is necessary to take into account the specifics
of individual domains. In the beginning, however, it usually
starts with models trained on general domains.

However, this assumption is challenged by works such
as [24] which argues that for specific domains (such as
biomedicine) it is better to start training from scratch on un-
labeled texts from the same domain. Research [25] introduces
NLP methods for various Indian languages, based on two
language families. In the Slovak language, it is important to
mention, for example, the SlovakBERT model [26].

IV. DATASET

Our starting point was observation used dataset from Přibáň,
Hercig, and Steinberger [3]. The dataset used in this work
contains the statements of politicians in the Slovak Republic
from the fact-checking website demagog.sk until April 2018.
Each claim is assigned to one of the following veracity classes:

1) TRUE
2) FALSE
3) MISLEADING
4) UNVERIFIABLE
The meaning of each class is detailed in [3]. Classes

are assigned to claims using fact-checkers from demagog.sk.
Each statement also includes the name of the politician who
authored it, the party they belong to, and an explanation of
why a particular class was chosen for the statement. The
dataset contains a total of 12554 records. We did not interfere
with the obtained data and all expert results are taken in full.
The possibility of a false-positive determination is minimized,
as the site evaluates politicians’ statements with the help of
domain experts [27].

Since we wanted more recent claims as well, we created a
crawler that was able to crawl the other 3036 claims (and other
information including their classes). We managed to collect
data until November 2022.

Finally, we formed the final dataset with which we
worked—we took claims and their classes from the original
dataset and added the crawled claims and their classes. It
contains 15590 records. Table I shows the cardinality of each
class. Table II is a preview of the records from the final dataset.

Table I
CARDINALITY OF EACH CLASS IN THE FINAL DATASET.

TRUE 9857
UNVERIFIABLE 2216

FALSE 2124
MISLEADING 1393

V. DATA PREPROCESSING

We decided to drop records with class UNVERIFIABLE
since this class says that it was not possible to verify the verac-
ity of a given claim [27]. In a few experiments, we performed
binary classification into classes TRUE and FALSE. In these
cases, we also dropped records with class MISLEADING.
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Table II
PREVIEW OF THE FINAL DATASET.

Claim SK Claim EN Class
Ked’ sa porovnáme s
ostatnými krajinami,
Slovenská republika
má jednu z
najlacnejšı́ch cien
elektriny aj plynu.

When we compare it
with other countries,
the Slovak Republic
has one of the cheapest
prices for both electric-
ity and gas.

TRUE

Teraz Nemci prijali
zastropovanie cien
plynu až do roku 2024
a tı́to tu dokážu niečo
zagarantovat’ iba do
konca roka.

Now the Germans have
accepted a cap on gas
prices until 2024, and
they can only guaran-
tee something here un-
til the end of the year.

FALSE

Aj najvyššı́ vládni
predstavitelia pán
Matovič, pán Kollár a
vtedy ešte pán Sulı́k
sa vyjadrili, že to
(referendum, pozn.)
idú podporit’.

Even the highest gov-
ernment officials, Mr.
Matovič, Mr. Kollár,
and at that time Mr.
Sulı́k, said that they
were going to support
it (referendum, note).

MISLEADING

Ruský plyn je mo-
mentálne drahšı́ ako je
LNG plyn, to povedal
aj pán Hirman v relácii.

Russian gas is cur-
rently more expensive
than LNG gas, Mr. Hir-
man also said in the
show.

UNVERIFIABLE

The following preprocessing steps were applied to each of
the remaining claims:

1) punctuation removal,
2) numbers removal,
3) lowercasing,
4) stopwords removal [28],
5) words lemmatization [29]—capitalizes words which are

naturally capitalized in the Slovak language (e.g. proper
nouns)

As the next step, we transformed preprocessed claims into
numerical form. We applied two different types of numerical
representation, depending on the classification algorithm the
data was put into.

For classification algorithms that were not a neural network,
we used TF-IDF vectorization, specifically sklearn’s imple-
mentation [30].

For recurrent neural networks, we used pretrained word
vectors from the following GitHub repository [31]. We used
vectors from the file vec-sk-cbow-lemma which contains vec-
tors for lemmas trained using the Continuous Bag of Words
algorithm.

VI. EXPERIMENTS AND RESULTS

We trained several classification models on the preprocessed
data and evaluated them. We performed multiclass classifica-
tion to classes TRUE, FALSE, and MISLEADING and binary
classification to classes TRUE and FALSE. The dataset suffers
from the problem of imbalanced classes (see Table I). We tried
to solve this problem by oversampling and also undersampling.

A. Classification algorithms

We used the following classification algorithms (apart from
the last algorithm, implementations are from the sklearn li-

brary [32]; if not explicitly stated, default sklearn hyperpa-
rameters were used):

• Naive Bayes Classifier [33]
• Support Vector Machine [34] (with kernel = ‘linear‘)
• Logistic regression [35] (with max iter=500)
• Random Forrest [36]
• LSTM recurrent neural network
The recurrent neural network was implemented in Tensor-

Flow framework [37]. Its architecture is based on the network
proposed by Ivancová [38]. The architecture for multiclass
(three-class) classification is shown in Table III. Layer named
dense has ReLU activation function and layer named dense 1
has Softmax activation function. The loss function is Cate-
gorical cross-entropy and the optimizer is Adam. Architecture
for binary classification is the same, except for output layer
dense 1—it has only two neurons.

Table III
ARCHITECTURE OF THE LSTM RECURRENT NEURAL NETWORK FOR

THREE-CLASS CLASSIFICATION.

Layer (type) Output Shape Param #
embedding (Embedding) (None, None, 200) 3000400
lstm (LSTM) (None, 128) 168448
dense (Dense) (None, 128) 16512
dense 1 (Dense) (None, 3) 387
Total params: 3,185,747
Trainable params: 185,347
Non-trainable params: 3,000,400

All models were trained on the following hardware: CPU In-
tel Core i5-9300HF, RAM 16 GB and GPU NVIDIA GeForce
GTX 1650 4GB. The GPU was used in the case of the neural
network and the CPU in the case of other models.

B. Experiments

For each algorithm, we trained a multiclass classifier and
a binary classifier on an imbalanced dataset, oversampled
dataset, and undersampled dataset. Metrics used for perfor-
mance evaluation of the models are accuracy and macro
F1 score. We performed 10-fold cross-validation for models
trained on the imbalanced and oversampled dataset (except for
the recurrent neural network). In other cases, we just split the
data into training and validation sets in a ratio of 80:20 and
used these sets for training and validation.

C. Results

We provide the results of our experiments in the following
tables (results for the neural network are in a separate table):

• results for 10-fold cross-validation on an imbalanced
dataset in Table IV

• results for 10-fold cross-validation on an oversampled
dataset in Table V

• results for validation on an undersampled dataset in
Table VI

• results for the recurrent neural network in Table VII
As we can see in the tables, in the case of multiclass classifi-

cation the best results were achieved by logistic regression and



Table IV
CLASSIFICATION ON IMBALANCED DATASET—10-FOLD

CROSS-VALIDATION.

Classification algorithm Accuracy Macro F1
Naive Bayes -

multiclass classification 0.74 0.28

Naive Bayes -
binary classification 0.82 0.45

SVM -
multiclass classification 0.74 0.29

SVM -
binary classification 0.82 0.46

Logistic regression -
multiclass classification 0.74 0.3

Logistic regression -
binary classification 0.82 0.46

Random Forest -
multiclass classification 0.74 0.32

Random Forest -
binary classification 0.82 0.49

Table V
CLASSIFICATION ON OVERSAMPLED DATASET—10-FOLD

CROSS-VALIDATION.

Classification algorithm Accuracy Macro F1
Naive Bayes -

multiclass classification 0.5 0.38

Naive Bayes -
binary classification 0.67 0.55

SVM -
multiclass classification 0.56 0.39

SVM -
binary classification 0.69 0.56

Logistic regression -
multiclass classification 0.56 0.39

Logistic regression -
binary classification 0.7 0.56

Random Forest -
multiclass classification 0.74 0.32

Random Forest -
binary classification 0.82 0.51

Table VI
CLASSIFICATION ON THE UNDERSAMPLED DATASET—NO

CROSS-VALIDATION.

Classification algorithm Accuracy Macro F1
Naive Bayes -

multiclass classification 0.35 0.31

Naive Bayes -
binary classification 0.58 0.51

SVM -
multiclass classification 0.4 0.33

SVM -
binary classification 0.56 0.5

Logistic regression -
multiclass classification 0.39 0.32

Logistic regression -
binary classification 0.57 0.51

Random Forest -
multiclass classification 0.39 0.33

Random Forest -
binary classification 0.54 0.49

Table VII
CLASSIFICATION WITH LSTM NEURAL NETWORK—NO

CROSS-VALIDATION; RESULTS AFTER 10 EPOCHS.

LSTM neural network Accuracy Macro F1
Imbalanced dataset -

multiclass classification 0.74 0.28

Imbalanced dataset -
binary classification 0.82 0.45

Oversampled dataset -
multiclass classification 0.1 0.06

Oversampled dataset -
binary classification 0.18 0.15

support vector machine trained on oversampled dataset—they
both achieved accuracy 0.56 and macro F1 score 0.39.

In the case of binary classification, the best results
were achieved by logistic regression trained on oversampled
dataset—accuracy 0.7 and macro F1 score 0.56.

Our results are comparable with results achieved in different
works which dealt with classification of short-text claims.

When we compare our work with Přibáň, Hercig, and
Steinberger’s [3] work (the work in which the authors provide
the original dataset and perform similar experiments to ours),
we tried different text preprocessing and also tried multiple
different classification algorithms. Our classification to three
classes achieved better accuracy by 0.21 and better macro F1
score by 0.04 in comparison to their four class classification.
In the case of binary classification, we managed to improve
accuracy by 0.12 but the macro F1 score dropped by 0.02.

These models can serve as a tool for detecting manipulations
in political discussions, e.g., for the classification of the texts
written by Slovak politicians.

VII. RELATED WORK

In the practical part of our work, we deal with detection
of false information in short-text claims of Slovak politicians.
This section explores similar solutions.

Wang [39] presented the dataset LIAR which consists of
12836 English fact-checked short-text claims from the fact-
checking website politifact.com. Each claim has various meta-
data associated with it (speaker, context, subject. . . ) and is
assigned 1 of the 6 following classes: true, mostly-true, half-
true, barely true, false, and pants-fire. Wang performed various
experiments where he tried to predict the class of each claim
using traditional machine learning algorithms and also LSTM
and convolutional neural networks. He conducted experiments
where only textual features were taken into account and also
experiments where the metadata were considered. The best
accuracy achieved on the validation set was achieved with a
convolutional neural network which took text of the claim
and speaker (as metadata) into account—27.7%. The best
accuracy achieved on the test set was achieved again with a
convolutional neural network which took text and all available
metadata into account—27.4%.

Researchers tried to improve the classification accuracy on
the LIAR dataset with LSTM and CNN based models and also
by adding new metadata to the claims [40]. Kirillin and Strube

politifact.com


achieved accuracy of 45.7% by including a credibility vector
of the speaker. This vector contains counts of speaker’s claims
from each class [40], [41].

Přibáň, Hercig and Steinberger [3] performed similar ex-
periments to ours. We also used the same dataset (and added
new data to it). The dataset contains fact-checked short-
text claims of Slovak politicians from fact-checking website
demagog.sk. The authors performed multiclass classification
to classess true, false, misleading and unverifiable and also
binary classification to classess true and false. In the case
of multiclass classification to all four classes both accuracy
and macro F1 score were 0.35. For binary classification, the
researchers achieved value 0.58 for both accuracy and macro
F1 score. They also performed experiments where they added
text explaining why the particular class was assigned to the
given claim to the text of the claim. These explanations are
part of the dataset. Researchers were able to achieve better
results in these cases.In the case of multiclass classification
both accuracy and macro F1 score were increased by 0.43. In
the case of binary classification both accuracy and macro F1
score were increased by 0.27.

Ivancová, Sarnovský and Maslej-Krešňáková [38] tried to
detect Slovak fake news articles with convolutional neural
network and LSTM neural network. CNN achieved accuracy
of 92,38% and LSTM 93,56%.

VIII. CONCLUSIONS AND FUTURE WORK

The aim of the research reported in this paper was to inves-
tigate the classification of AOB in Slovak-speaking groups on
social networks. We focused on detecting the manipulation of
discussions, which constitutes a significant part of antisocial
behavior in the political field. Through training the model, we
were able to better understand and train several classification
models on the preprocessed data and evaluated them. In the
case of multiclass classification, the best results were achieved
by logistic regression and support vector machine trained on
an oversampled dataset.

Our future research will concern the implementation of the
results to detect the manipulation of discussions in the political
domain on social networks.
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[18] M. Kročka, P. Dakić, and V. Vranić, “Automatic license plate recognition
using OpenCV,” in 2022 12th International Conference on Advanced
Computer Information Technologies (ACIT). IEEE, sep 2022.

[19] R. Szarka, P. Dakic, and V. Vranic, “Cost-effective real-time parking
space occupancy detection system,” in 2022 12th International Confer-
ence on Advanced Computer Information Technologies (ACIT). IEEE,
sep 2022.

https://demagog.sk/
https://www.dw.com/en/germany-fines-facebook-for-underreporting-hate-speech-complaints/a-49447820
https://www.dw.com/en/germany-fines-facebook-for-underreporting-hate-speech-complaints/a-49447820
https://www.dw.com/en/germany-fines-facebook-for-underreporting-hate-speech-complaints/a-49447820
https://www.dw.com/en/german-opposition-parties-call-to-replace-online-hate-speech-law/a-42058030
https://www.dw.com/en/german-opposition-parties-call-to-replace-online-hate-speech-law/a-42058030
https://www.dw.com/en/german-opposition-parties-call-to-replace-online-hate-speech-law/a-42058030
https://doi.org/10.1145/3546118.3546149
https://doi.org/10.1145/3546118.3546149
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